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ABSTRACT Big data analytics, its proponents argue, holds promise for major improvements in 

stretched health care systems worldwide. Hitherto there have been relatively limited data on 

whether implementing such applications in large populations has measurable impact on patient 

safety or the quality or efficiency of care. We present a diverse set of case studies that show how 

applying sophisticated techniques to extract insights from large data sets can be implemented at 

scale and achieve measurable health improvements in different settings across the globe. These 

include: enhanced patient safety in high-risk inpatient clinical settings; targeted, proactive, 

preventive outpatient treatment of noncommunicable illnesses; decision support in treatment 

selection; and addressing common access and quality challenges in developing countries. The 

case studies highlight the global challenges associated with realizing the promise of advanced 

analytics in practice and offer a glimpse into applications that we are likely to see more of in the 

near future. 

 

 

 

INTRODUCTION 

Despite mounting health spending, inadequacies in health care persist. Many practitioners 

believe that if successfully implemented into daily practice, the quality and efficiency of health 

care can be greatly improved by leveraging large medical data sets via advanced analytical tools 

to better align individual patient needs and economic efficiency.1 

Two major categories of health-system shortcomings could benefit from advanced data 

analytics: structural variations in health care delivery and variable approaches to care. Structural 

fragmentation in health care delivery systems and differences in health professionals’ capabilities 

often result in variations in the quality of care in different settings.2 Standardization of 

procedures can help solve these problems by creating systems with the capacity for workflow-

integrated guidelines and embedded decision support, such as timely identification of potential 

errors. The second shortcoming relates to the prevailing practice of reactive, generalized, 

therapeutic care (rather than proactive, personalized, preventive care), which fails to account for 

patients’ specific characteristics and needs. Customization and personalization of health care 

can help to address this problem by capturing the complexity of patient-specific attributes and 

needs. As some of the largest health care systems are pursuing major reforms that emphasize 

patient-centered care impact,3-6 the stage is set to consider adopting potentially transformative 

processes toward these aims. 

“Big data” is an ill-defined term that refers to massive, noisy data sets that require 

advanced analytical tools to identify patterns and associations that can be used to gain predictive 
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and prescriptive insight into complex systems.7 The term is often used to describe both the data 

and the technology required to capture, store, and analyze it. It is claimed that the 

multidimensionality of big data sets—i.e., volume, velocity, variety, veracity—could help drive 

significant improvements in health care by informing meaningful standards of care, while also 

providing the flexibility (i.e., depth, variety, and real-time dimensions) to deliver personalized 

care strategies.8 

Despite recent advances in handling and analyzing big data sets, health care organizations 

have been slow to adopt or fully exploit their potential.9 In this paper, we describe case studies in 

which innovations, which are based on large data streams and advanced techniques to analyze 

them (whether or not they constitute “big data” by formal definitions), have been implemented at 

scale. We have not conducted an exhaustive review of global achievements; rather, we aim to 

highlight relatively mature case studies from different health care systems and clinical settings. 

These examples span inpatient and outpatient care and in-person and remote telemedicine care 

provision, in both economically developed and developing countries. 

Case studies from economically developed countries presented here focus on increasing 

personalized patient care and predictive prevention to achieve greater precision and safety 

through three types of applicative use cases: inpatient early warning systems, chronic disease 

risk stratification, and treatment course selection decision support. Case studies we present 

from economically developing countries address their unique challenges, exemplified by the 

frugal innovations in India used to tackle variations in access to care and quality of care due to 

structural fragmentation and organizational inefficiencies. For both high- and low-income health 

systems, we set out to outline the challenges that arose and the strategies used to overcome them. 

 

IMPROVING PATIENT SAFETY: PREDICTING AND PREVENTING LIFE-THREATENING EVENTS 

THROUGH REAL-TIME WARNING SYSTEMS 

For hospital patients at high risk for sudden deterioration, care provided outside the intensive 

care unit can be ineffective at averting adverse consequences, which can often go undetected.10 

Utilizing data from large clinical data sets and predictive modeling allows stratification of the 

population by risk for the event(s) of interest, which, in turn, allows targeted, proactive, 

preventive interventions that are otherwise too resource-intensive or clinically inappropriate.  

One program that makes use of this type of data is Kaiser Permanente Northern 

California (KPNC), an integrated health care delivery system serving 3.9 million members at 

over 200 locations, including 22 hospitals. KPNC is deploying an early warning system (EWS) 

for early detection of possible deterioration of patients on regular wards in all of its hospitals. 

The decision to tackle the EWS challenge emerged from the use of predictive analytics to predict 

and risk-adjust inpatient and 30-day mortality in all hospitalized patients.11,12 Using predictive 



WORKING PAPER - DO NOT CITE OR DISTRIBUTE  

WITHOUT PERMISSION OF THE AUTHORS 

 

4 

modeling, KPNC identified a subgroup of patients—ward patients who deteriorate outside the 

ICU, whose mortality rates were three to four times higher than expected.13-15 

In 2011, KPNC finished deploying a comprehensive electronic medical record (EMR). 

Using EMR data, researchers developed a predictive model as proof of concept for early 

detection of deterioration outside the ICU.16 The model now in use is based on a large sample 

(650,000 inpatient admissions, of whom 20,000 experienced an adverse outcome; the total 

number of data points for this model was over 250 million).17  

Once a patient’s probability of deterioration within the next 12 hours is 8 percent or 

more, a rapid-response team is alerted to assess the patient and implement a rescue protocol. This 

triggers an escalation component that, depending on the case and patient preference, can lead to 

early transfer to the ICU for a “soft landing” or, if appropriate, referral to palliative care. This 

pilot program was implemented in two hospitals in November 2013.17 In two years, the EWS 

identified over 1,500 at-risk patients, and preliminary data suggest that 90-day mortality has 

decreased by 20 percent to 25 percent in patients who triggered an alert.18 

Following the pilot, KPNC has begun deploying the EWS system-wide, a challenging 

process given both structural and clinical variations. Dedicated implementation teams are a 

crucial part of this process, including experts on patient safety, clinical specialists, and skilled 

negotiators who work with local teams to develop workflows. KPNC teams have found that the 

difficulties involved in developing the predictive model and embedding it into the EMR pale in 

comparison to the difficulties involved in persuading clinicians to adopt new workflows that 

incorporate predictive models. In such planning and execution, complex issues require explicit 

decision-making. For example, some patients with a high predicted probability of deterioration 

may not desire clinical rescue; consequently, prior to deployment of the EWS, extensive 

discussions, negotiations, and resource-allocation decisions were required to ensure availability 

of social workers and palliative care staff (publication in progress). 

Moving beyond the use of currently available traditional monitoring devices, 

experimental, noninvasive sensors—for example, those that are worn, mounted to the patient’s 

bed, or video-based—have been shown to allow continuous remote monitoring, preemptively 

warning of imminent inpatient decompensation. A surgical unit in a California medical center 

used one such tool to track over 7,500 patients during a nine-month period and, when compared 

to a matched control unit, the ICU transfer rate dropped by nearly 50 percent (from 120.1 to 63.5 

ICU days/1,000 patients) and length of stay was shortened (from 4.0 to 3.6 days).19  

 

TRANSITIONING CARE UPSTREAM: PREDICTIVE AND PROACTIVE OUTPATIENT CARE 

In an era when the prevalence of noncommunicable disease multimorbidity is increasing,20 two 

major trends emerge for developing more effective, efficient, people-centered care: integrating 
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care across settings and providers, and influencing the incidence trends by targeting early 

detection and prevention instead of late-stage disease control. 

 

Reducing Readmissions Through Risk Stratification 

Preventing 30-day hospital readmissions has been prioritized in many large health systems in 

recent years through powerful incentive programs.21 In Israel, a large-scale risk-stratified 

intervention program was developed and has been implemented since 2012 for 500,000 people 

65 year old and older (making up two-thirds of the elderly population). This initiative, called the 

3-ARM program, is comprised of automated predictive modeling, readmission-prevention 

stratified intervention, and ongoing monitoring through e-indicators.22,23  

This 3-ARM program was formulated in Israel’s largest integrated payer/provider health 

care organization, Clalit Health Services (Clalit), which provides primary, specialty, and hospital 

care for over half of the Israeli population. It relied on Clalit’s integrated data warehouse, which 

has received extensive clinical data feeds (diagnoses, medication, labs, imaging, etc.) dating back 

15 years from EMRs deployed in all of its inpatient and outpatient settings. 

The Clalit “preadmission readmissions” prediction model (where risk for readmission is 

determined immediately upon initial admission) uses a feature selection stage that assesses 

hundreds of clinical variables with millions of data points. A predictive model comprised of 16 

variables allowed adequate accuracy (c-statistics of 0.7). Inpatients who are deemed high-risk 

upon admission based on the predictive model receive early integrative assessment by a care-

transition nurse, early post-discharge telephone outreach, preset appointments to the general 

practitioner, and home-visit teams, as needed. These new workflows were supported by feedback 

loops of clinician education and notes in the EMR to facilitate the new clinical pathways. 

An improvement in key process measures was observed following the launch of the 3-

ARM program. The seven-day post-discharge outpatient clinic contact rates increased from 60 

percent to over 85 percent within six months of implementation. Readmission rates among 

patients identified by the prediction model declined by 5 percent overall (95% CI: 3.1–5.8) 

between 2012 and 2015. In contrast, readmission rates over the same period among similar 

members aged 65 and older, who were not targeted for the intervention (flagged as lower risk), 

increased by 17 percent (95% CI: 11–22). This suggests that increase in readmission rates among 

patients targeted for intervention (high-risk) were not only minimized, but that an upward trend 

was reversed. This relative decline in readmission rates amounts to avoiding approximately 6 

percent of the annual expected admission days in these high-risk patients. 
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Preventing Progression of Chronic Disease to End-Stage Disease Through Risk 

Stratification 

Many chronic diseases have an identifiable pre-disease or early stage disease state, in which 

patients may benefit from less intensive interventions to arrest disease progression or 

exacerbation.24,25 Yet, in many cases, the relative high prevalence of such pre-disease states 

makes it difficult to implement outreach and labor-intensive care.26 Stratifying the risk of these 

pre-disease patients may allow focused outreach efforts for the manageable, best-yield subgroup. 

In one such example, Clalit identified candidates for renal replacement therapy (through 

either dialysis or renal transplantation) from a group of approximately 150,000 patients with 

early chronic kidney disease (stage 3, with an estimated glomerular filtration rate of 30–60 

mL/min/1.73m2) by flagging those at high risk for future end-stage renal failure within five 

years. A high-risk state indicator in the EMRs and computer-generated “action list” of patients 

for proactive intervention helped primary care clinics identify the patients at highest risk. Since 

2012, a multidisciplinary prescriptive intervention program for these high-risk patients has been 

implemented in all 1,500 Clalit primary care clinics, targeting the 10,000 patients at highest risk 

among approximately 130,000 stage 3 chronic kidney disease patients. The program is being 

evaluated for its impact on reducing five-year renal replacement therapy rates. Preliminary 

ecologic data suggest that the annual increase in renal replacement therapy rates in Clalit 

witnessed before 2010 is declining (unpublished data). 

In another example, a predictive score for cardiovascular-disease deterioration was 

implemented throughout the United Kingdom to allow earlier, more accurate targeting of at-risk 

patients. A derivation- and validation-linked cohort of general practice EMR and mortality data 

was constructed using 500 general practitioners’ clinical records, yielding tens of millions of data 

points representing over two million patients, to create more reliable predictive scores compared 

with traditional tools such as the modified Framingham score.27 The tool and accompanying 

screening recommendations were endorsed by the U.K. National Institute for Health and Care 

Excellence and have become a national standard across primary care systems in the United 

Kingdom. An incentive program for screening based on this tool has contributed to its 

widespread adoption. The program is now used in thousands of primary care clinics and 

pharmacies across the United Kingdom and is expected to reduce the risk of cardiovascular 

events in adults aged 40 to 74 years.28 
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IMPROVING CARE PRECISION: TREATMENT COURSE SELECTION DECISION SUPPORT 

 

Selecting Appropriate Anti-HIV Drug Combinations in View of Potential Resistance 

Patterns 

One well-established project that harnesses large clinical data sets to select the most appropriate 

treatment choice is EuResist, a drug-interaction modeling tool for human immunodeficiency 

virus (HIV) treatments.29 Recommendations for most appropriate chemotherapeutics 

combinations are based in this prescriptive model on the likelihood that various anti-HIV drug 

combinations will work given the infecting virus’s genome and patient characteristics, such as 

gender, age, and past treatments. The model, created through a commercial and academic 

partnership in which over 20 years of data from more than 66,000 HIV patients in 10 countries, 

combined three analytic approaches: phylogenetic trees that capture virus mutation patterns, a 

generative-discriminative method based on a Bayesian model that captures drug–drug and drug–

mutation associations enhanced with regressors, and a random forest model. An online tool 

created based on this model allows clinicians to enter the infecting virus’s genome and patient 

data for the case at hand and receive recommendations for the optimal anti-HIV drug 

combinations to be prescribed. It is estimated that the tool, freely available via a self-explanatory 

online portal since 2008, has supported treatment decisions in thousands of cases, helping to 

shorten the trial-and-error process and improve care.30,31 

 

Selecting Chronic-Disease Treatment Courses During Telemedicine Disease Management 

Another path toward customizing chronic disease treatment decisions is through the use of data 

streams from data transmission–enabled medical devices that engage patients and physicians in 

continuous monitoring.32  

It is widely recognized that blood pressure readings at a primary care physician’s office 

can be potentially misleading (possibly due to “white coat hypertension”).33 In a large, 

pragmatic, multicenter, randomized controlled trial in Scotland (the HITS trial),34-36 patients with 

uncontrolled hypertension received six months of telemonitored support during self-monitored 

blood pressure readings and were randomized into two groups; one received optional patient 

decision support and appropriate supervision from primary care clinicians, while the other 

received usual care. Participants in the intervention group monitored their blood pressure using a 

validated automated sphygmomanometer, which enabled automatic transmission of blood 

pressure readings to a server from which data-driven insights could be accessed by patients and 

physicians via a secure website. A closed-loop feedback of automated short message service  

texts or emails sent to participants was also available and, based on set abnormality thresholds, 

physicians were notified so they could alter the treatment regimen, if necessary. This 
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intervention achieved clinically relevant reductions in systolic and diastolic ambulatory blood 

pressure. 

This program is now being implemented through the Scale-up Blood Pressure Project in 

general practices across NHS Lothian among roughly 2,500 patients with uncontrolled 

hypertension. If the program is successful, the plan is to work with health boards to embed this 

telemonitoring approach in primary care practices throughout Scotland over time.37 Recent work 

by the same team also demonstrated the potential for this monitoring and treatment approach to 

improve outcomes in type 2 diabetes mellitus.38 

Frugal Adaptation to Low-Resource Systems: Tackling Variations in Access and Quality  

Economically developing countries are struggling to provide effective health care with severely 

restricted funding. Having over one billion citizens and a disproportionately high contribution to 

the global burden of disease, India illustrates an urgent need for major health care reform, 

particularly as recent economic growth has not translated into better health care for most 

people.39  

Digital health information technology and advanced analytics, when used properly, can 

form cornerstones of systemic transformation efforts if they can be implemented through 

affordable and scalable platforms. In the absence of sufficient advanced facilities and enough 

highly trained clinical experts, telehealth augmented with automatic data-driven clinical decision 

support offers clear medical benefits. 

 

ACTIONABLE INSIGHTS USING DATA STREAMS FROM TELEMEDICINE EHEALTH CENTERS IN 

INDIA 

The electronic Health Center (eHC) is a rapid deployable solution for increasing health care 

access. It repurposes surplus cargo containers into telemedicine-capable integrated health 

centers, retrofitted with an electronic workflow and cloud-based data storage. The eHC was 

jointly developed by the Council of Scientific and Industrial Research, India, and Hewlett 

Packard Enterprise, India.40 It was implemented nationwide in 2012, with over 50 sites 

established and more underway. The output from medical devices such as glucometers, 

spirometers, and electrocardiogram machines is directly integrated into the electronic workflow, 

along with an online dashboard summarizing patient visits, diagnoses, and utilization of medical 

equipment in real time. Tens of thousands of data points are centrally collected daily on 

numerous health care variables, including symptoms, vital signs, use of medical equipment, 

procedures, and treatment. This approach illustrates the potential gains in providing health care 

by packaging innovative technologies into affordable, new platforms. 

The data collected through the eHC are used through dashboard visualization and in-

depth analytics to influence policy and practice in several key applications. For example, gender 
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gaps in care specific to individuals in their 20s and 30s were detected across the country, 

consistent with social inhibitions present among young women when discussing health issues 

with male health care providers. According to specialists involved in this project, this 

information is expected to lead to greater integration of local female accredited social health 

activists to address the gender gap in access to care. 

In another recent case, unexpectedly high frequencies of skin problems at one site were 

detected; follow-up inquiry connected the problems to a high burden of undiagnosed fungal 

infections and scabies.40 Educational initiatives for healthier practices and awareness appear to 

have helped reduce the frequency of such complaints over a three-year period (unpublished 

data). 

 

ACTIONABLE INSIGHTS USING DATA STREAMS FROM LARGE CROSS-SECTIONAL DATA 

COLLECTION 

It is likely that economically developing countries (and underserved regions in some developed 

countries) have the most to gain from harnessing data-related innovations because of large 

variance in care quality and access. Implementation of such innovations will necessitate blending 

contemporary technologies with existing crude methodologies of data collection such as 

questionnaire-based point-prevalence studies. The largest study of this type from India is the 

POSEIDON study, conceived and led by the Chest Research Foundation, Pune.41 The 

investigators reached 12,000 primary care physicians and pediatricians from 880 Indian cities 

and towns and asked them to record demographic details, symptoms, and medical conditions for 

every patient they saw on February 1, 2011. The final data set included responses from 7,400 

health care practitioners, representing data for 204,912 patients, comprising 554,146 symptoms, 

medical conditions, and basic demographic data. 

One example of generating insight from advanced analytics came from layering 

POSEIDON data over geographic information system data, which include regional data on sales 

of liquefied petroleum gas (LPG), a clean fuel used for cooking in India. This ecologic analysis 

revealed that low penetration of clean fuels, such as LPG, was an important cause of increasing 

respiratory ailments in non-metropolitan Indian cities, probably due to use of alternative dirty 

fuels, which are related to household air pollution.42 Attempts to increase LPG penetration are 

underway nationally,43 which we estimate could reduce incidence of chronic obstructive 

pulmonary disease by as much as half.42 

  

CHALLENGES FOR IMPLEMENTATION AND THEIR REMEDIES: LESSONS LEARNED 

Multiple characteristics common to most health systems may be hindering the application of 

innovations such as those presented on a large scale and in everyday care processes. These 

include conservative mindsets, embedded routines, complex regulatory requirements, and 
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inappropriate incentives. In the case studies presented, several common practical challenges are 

evident. 

 

Availability of Sufficiently “Big” Data 

The effort to provide more precise patient-tailored therapeutics and prevention has become a 

strategic goal of governments and global technology giants alike. While the term “precision 

medicine” is often considered the sine qua non of genetic data analysis,44-47 it is possible to 

provide considerably more precise personalized treatment without patient genetic data. The case 

studies presented suggest that advanced analytics of large data sets of purely “phenotypic” (i.e., 

demographic and clinical characteristics) records, available in an increasing number of health 

systems, holds much promise for allowing more precise, proactive preventive care. 

In the case studies presented, each research and development process required an extensive 

longitudinal medical record data set. The relative paucity of such data sets in health care settings 

worldwide may limit the reproducibility of these described model development processes in 

lower resource countries and in poorer parts of high resource countries, where these data are 

lacking. Yet, once these and similar models are developed and validated in one of the more 

affluent and digitized health care system, it is possible for the model itself to be implemented in a 

much wider group of settings where little historical data is available. 

Attempts by global corporate giants48-50 and health care organizations28,51,52 are ongoing 

to create and curate massive, clinically annotated, longitudinal databases that include, among 

others, genomic data, wearable or cell-phone sensor-based data, and detailed medical history 

from medical records. Once achieved, such databases coupled with advanced machine learning 

will create a whole new playing field for innovation. 

 

Workflow Engineering  

It is difficult to implement predictive algorithms in clinical practice, because changing 

established workflows is a labor-intensive, time-consuming, collaborative process that also 

requires skilled leadership and dedicated resources. 

Accurate predictive models, more and more of which have become publicly available, are 

only the first step toward achieving clinical impact. Embedded alerts in the EMR can improve 

provider practice, but careful user-experience engineering is necessary to manage “alert fatigue,” 

especially as more and more alerts are introduced into the system.53 

The challenge in changing workflows sometimes requires explicitly addressing sensitive 

“unspoken” clinical decision rules, such as addressing the needs of patients who do not desire 

clinical rescue. In such cases, embedding the decision support required first addressing the 

complex issue of identifying and accepting a do-not-resuscitate state for some patients, thus 
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excluding them from the early warning process. This seemingly small step was more complex 

and lengthy than the model development phase. 

The KPNC experience with its EWS case study highlights the importance of a seldom-

described resource: dedicated implementation teams consisting not only of clinical experts but 

also skilled negotiators who can work with local clinical teams to develop, agree, and refine 

these workflows.11,12 It is important to realize that the work does not end with deployment. It is 

necessary to plan workflows for both expected (e.g., onset of influenza season) and unexpected 

situations (e.g., discovery of a gap in the planned workflow). 

Another concern has to do with increased liability in view of the new incoming data 

streams. In the Scotland hypertension telemedicine case study, interviewed participating 

physicians were ambivalent about automatic integration of the new tele-measured, data-driven 

inputs into their EMRs due to potential liability associated with abnormal readings being missed 

or seen too late.35,54 

 

Feedback-Loop Implementation  

In view of the difficulties anticipated in introducing new workflows, giving staff and their 

managers timely feedback on their achievements is critical for adherence. In the Israeli 

readmission-reduction case study, several feedback-loop mechanisms were used to process and 

present custom indicators (i.e., number of days from hospital discharge to outreach to patient by 

primary care clinic) to clinicians, as well as administrative staff. In that case, setting readmission 

rates as a key performance indicator in the balanced scorecard of both hospitals and general 

practice regional management was shown to be a key facilitating factor in its implementation. 

 

Partnerships for Driving Large-Scale Innovation Implementation 

Due to the absence of readily accessible health information technology infrastructure in most 

economically developing countries and underserved localities, stakeholders must engage in 

public–private partnerships to generate successful implementation. This was well demonstrated 

in the case of India’s telemedicine-capable integrated health centers: The coordinated use of a 

corporate player and public-sector resources permitted the eHCs to transition from concept to 

practice, providing care and collecting digital data in less than a year at minimal cost.40 

The deployment of the POSEIDON study required similar partnership from its start. 

Because most Indian health care coverage is not provided by the government, there was no list of 

active practicing physicians or practice types available from the government. Such a list was 

made available from internal databases of a large pharmaceutical company that had a nationwide 

network for distributing and collecting questionnaires. This contribution allowed the POSEIDON 

study to be executed on a budget of about US$20,000.41 
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Evidence-Based Practice and External Validity 

Because some of the predictive and prescriptive models afforded by big-data analytics may be 

detached from classic clinical reasoning, there may be too few control mechanisms employed by 

health care staff in implementation, potentially raising questions about patient safety safeguards 

required to be installed in these processes in case of recommendation error.  

Moreover, there are non-reproducibility risks associated with implementing models 

developed for one health care setting into another, regardless of similarities between the two. 

Data-driven models are always, to some extent, fitted to the data set where they were created and 

may not be as reliable when data entry, storage, and coding differ, limiting model external 

validity. Careful validation and impact testing of these models across systems must thus be an 

integral part of their installation and implementation.  

Gathering the evidence base to the model efficacy, effectiveness, safety, and external 

validity across systems is a daunting task that few systems can afford to provide. New insights 

into the process of approving and quality assurance of these systems can hopefully be anticipated 

as these innovations become more widely implemented within health care settings.  

 

LOOKING AHEAD: TWO DOMAINS LIKELY TO DEMONSTRATE CLINICAL IMPACT 

The case studies presented here used more traditional, health care provider–generated data types 

(i.e., EMRs) for their advanced analytic applications. But new data sources and tools may soon 

be available as several trends continue: genetic sequencing services becoming cheaper and more 

widely used; wearable sensors become more accurate and affordable; and large, international 

projects produce massive clinically annotated data sets of phenotypic, genetic, and sensor-driven 

data. Advanced tools created to analyze these data sources will continuously be introduced and 

are likely to outperform the current precision-care tools. Yet, implementing these tools at scale to 

improve health outcomes will take time. We briefly mention two domains that are most likely to 

be profoundly changed in the near future by such analytic innovations, namely those that rely on 

interpretation of images and decision support in oncology. 

 

Domains Relying on Visual Interpretation of Images 

Interpretation of imaging studies is highly dependent on the professional skills of the radiologist, 

and the interpretation of a multiple-image study (as many as hundreds of images for a single 

computerized-tomography study) may be time-consuming and error-prone. Many imaging 

studies are not reviewed by a radiologist in a clinically relevant timeframe (especially at the time 

of admission to the hospital), and the number of radiology specialists is unlikely to grow 

sufficiently to meet global demands in the coming years.55,56 

For over five years, computer vision was shown to surpass human vision in multiple 

professional benchmark testing.57 In such settings, even the most qualified radiologist may soon 
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be unable to match the accuracy and scope of insights achieved by well-trained machines. 

Preliminary data suggest that in some radiological clinical tasks, such as characterizing lung 

nodules and diagnosing tuberculosis in chest X-rays, supervised learning algorithms currently 

deployed in Africa achieve accurate diagnoses in rates superior to those of radiologists.58,59 Due 

to its success, computer-aided decision support is expected to become a critical component in the 

radiology domain workflow, and automated screening will become part of triage, suggesting 

which studies will be further reviewed by a radiologist. 

The promise that lies in using computer vision to interpret imaging studies goes well 

beyond matching the abilities of human radiologists: When massive databases of radiology 

images coupled with longitudinal clinical data (pre- and post-study) are fed into advanced 

machine learning algorithms, an opportunity arises for identifying predictive patterns 

unrecognizable by human eyes. Available algorithms can already identify correlates for bone 

density, artery calcification, liver density abnormalities, and more, hinting at the potential for 

profound insights from computer-assisted image analysis. 

Decision Support in Oncology 

Oncologists face increasing challenges in selecting the ideal treatment choice due to an 

increasingly complex set of inputs (phenotype and genotype) that must be considered.60 

Treatment guidelines are beneficial in some cases, but in many cases deviation from the classic 

pathways offers better outcomes.38 This complexity creates a clear need for better data-backed 

decision support systems.  

In one of the more widely communicated efforts, IBM has been collecting a knowledge 

base of published scientific papers, as well as clinical data on oncology patients, such as case 

characteristics, treatment selection, and outcomes. This data has been coupled with IBM’s 

artificial intelligence analytic platform, called Watson. In collaboration with Memorial Sloan 

Kettering clinicians and analysts, these algorithms were trained to use clinical reasoning to 

extract and interpret physician notes, lab results, and clinical research. By combining attributes 

from a single patient’s record with the aggregated knowledge graph and data, Watson for 

Oncology aims to improve the accuracy of care by suggesting optimized treatment plans for 

every patient individually.61,62 Despite considerable media coverage, large-scale studies testing 

system accuracy against expert opinion and current practice are only emerging. The true impact 

of large-scale implementation of this system and its comparators is yet to be determined. 

 

CONCLUSIONS 

The harnessing of advanced analytics to improve health care has barely begun. Although the case 

studies presented in this paper offer meaningful innovation and impact, they still rely mainly on 

traditional data sources and care-provision platforms. With ambitious initiatives for the 
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formation of extensive clinical data sets that integrate detailed clinical records with genomic and 

sensor-based data underway, it is likely that machine learning will allow critical insights for 

clinical care at an increasing rate. The potential of big data in health care is undoubtedly exciting, 

but we believe it will take quite a few more years to see its transformative impact on health care 

quality disseminating around the globe.   
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